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Chapter 3 Vector Space

(Scalar) multiplication and (vector) additionin R" are defined by

ax, Xt

X X, +
oxX = 0(:2 and x+y= 2,y2
0K, KTt Y

forany x, ye R" andany scdar «.

Definition: Let V be a set with elements defined over a field F
(usually, R or C). Let “+” and “+” be the addition and scalar
multiplication operations defined on V, respectively. Then (V, +, )
forms avector space If axiomsA1l ~ A8 hold.
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x+y=y+x forany x and y inV.
(x+y)+z=x+(y+z) forany x,y,z inV.

. There exists an element 0 (or denoted by 0,,) in V such that

x+0=x forany xeV.

For any xeV, there exists an element -x in V such that
x+(-x)=0. (ByAl,itcanbewrittenas (-x)+x=0 aswell.)

a+(X+y)=ax+ay for each rea number ¢ and any x
and y in V.

(a+ p)ex =asx+ [ex for any real numbers ¢ and  and
any xeV.

(af)ex = cxs(f+x) for any real numbers ¢ and f and any
xeV.

lex =x fordl xeV.
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Note: Two important closure properties implicitly existed in these
axioms are:

Cl. If xeV and « isascdar, then axeV (with ax = a-x).
C2. If x,yeV,then x+yeV.

(Because, without C1 and C2, the scalar products in A5 ~ A7 and the
vector addition in Al all become meaningless, respectively.) Use the set

W = {(a,1)|ac R}

as an example to explain the failure of the closure properties. And explain
why Al ~ A8 can't al be true for W with operations + and .. So,

(W, +,¢) isnot avector space.

e \Wecdl dementsin V vectors. However, vectors need not be real

vectorsin R".
(R"#A#2 = A 24w € 7 [, Euclidean vector space)
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e R™" with the usual matrix addition and scalar multiplication is a
Vector space

e Denote C|a,b] the set of all real-valued functions that are defined
and continuous on the closed interva [a,b]. Then (C|a,b], +, )
forms a vector space with the usual definitions of “+” and “«” as

(f+9)(x) = T(X)+g(x)
(@f)(X) = af(x)

Now vectors are continuous functionsin C|a,b].

e Denote P, the set of all polynomials of degree less than n.
Define
(P+0)(x) = p(x)+q(Xx)
(@p)(X) = ap(X)

(P, +,+) Isalso avector space with vectors being polynomials.
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Theorem 3.1.1: If V Isavector spaceand xeV Isarbitrary, then

(1) Ox=0,
(1) x+y=0, impliesthat y =-x
(i) (-Dx=-x

Explanation: (i) says that multiplying the scalar O to any xeV
gets the zero vector 0, of V.

(1) saysthat if x+y=0,,then y Istheadditiveinverseof x.

(1l1) says that the additive inverse of x can be obtained by
multiplying x with thescalar (-1).

Exercises 7 & 8. (in p. 122) Let V be a vector space with
arbitrary vectors x, y,and z. Show that

(1) Theelement 0 Iin V isunique. (4c;x 8 v & v — 4)
(2) If x+y=x+z,then y=1z. (‘Jﬂ'“,f;é?i&’%)

56



NSYSU Li Lee Fall 2007

Proof: For (1): Let o # 0 be another unit of addition satisfying A3,
l.e.for VxeV, x+0=x.St x=0, by Al we get a contradiction.

For (2): ByAd4, 3-xeV suchthat x+(-x)=0. Thus
X+y =x+z = (-x)+(x+y) = (-x)+(x+z)
= (-x+x)+y = (x+Xx)+2z
= 0+y=0+z
— Yy =1Z. m

o
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§ 3-2 Subspaces

Given a vector space V, it is often possible to form another vector space
by taking asubset S of V and using the operationsof V.

Examplel: Let S = {[Xl}
X2

e any xe S andanyscdar &« = axe S
e any xe S andany yeS = x+ye S.

Moreover, A1 ~ A8 can be verified for (S, +,+). SO, it Isavector space.

X, = xl} then Sc R”. Itiseasy to seethat

Definition: If S Is a nonempty subset of a vector space V, and S
satisfies the following conditions:

() axe S whenever xe S for any scalar o
(I) x+ye S whenever xe S and ye S

then S issaidto be asubspace of V.
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Two subsets S={(x, %, %)"|x =%} and S={Ac R*?|a,=-a,] of
R® and R>“ are given in Examples 2 and 4, respectively. As shown in
the book, the two closure properties are true for both subsets. By the
Definition, they are subspaces of R® and R*“, respectively. However,
as shown in Example 3, though S={(x,1)'|xe R} cR?, it is not a

subspace of R* because none of the two closure properties holds.

Example 6: Let C"[a,b] bethe set of al functions that have a continuous
nth derivative on [a,b]. Then, it isasubspace of C[a,Db].

Example8: Let S bethesetof all f in C?[a,b] such that
f7(x)+ f'(x) = 0
for all xe[a,b]. Since S contains at least the zero function thus is

nonempty and It Is easy to show that conditions (i) and (ii) in above
Definition hold. So, S isasubspaceof C?[a,b].
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Exercise 5. (inp. 132) Determine whether or not the following are
subspacesof P..

Soln.: For (a): The set S of polys. in P, of even degree is not a
subspace because, for f(x):=2x*+x-1 and g(x):=-2x"+x-1,
botharein S, but condition (ii) failssince f(x)+ g(x)=2x—-2¢ S.
For (d): Theset S of polys. in P, having at least one real root is
not a subspace because, for f(x):=x*-1 and g(x):=x+ 2, both
are in S, but condition (ii) fails due to f(X)+g(x)=x"+X+1,
which hasroots (—1+ \/§i)/2, thus f(xX)+g(x)¢ S. .

Exercise 8 (b): Let Ae R*“ be given. Determine whether the set
S ={Be R*“| AB # BA} isasubspaceof R*“.

Soln.: Notethat O¢ S,. However, this violates condition (1) because,
forany Be S,, 0-B=0. 0
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Exercise 20: (inp.134) Let U and V be subspaces of a vector space W.
Define

U+V={z| z=u+v where ueU, and veVj].

Show that U +V isasubspace of W.

Proof: Usually, nonemptiness of the subset S (i.e. U +V here) is
guaranteed. Let’s prove the two closure conditions (i) and (ii) only.

For (i1): For any ze U +V, z=u+v for some ueU and veV. Let
o bean arbitrary scalar. Then

az=c(u+v)=cu+ave U+V

where “€” Is guaranteed by cueU and aveV and both U and V
are vector spaces.

For (ii): For any z, and z, in U +V, weneed to show z+z,c U +V.
Can you practice to show it by yourselves? 0
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Definition: Let A bean mxn matrix. The nullspace of A, isthe
set of all solutions to the homogeneous system Ax =0, i.e.

N(A) = {xe R" | Ax = 0}

e {}c NACR" (& &/mee 7 M%)
e N(A) isavector space. Thus N(A) isasubspaceof R".
4 p127§e)

Example9: Let Ae R begiven asinthe book, determine N(A).
Sol.: (1) Use elementary row operationsto reduce A into A .. (2) Set

two free variables by x,=«, X, = . (3) Solve x, x, from equivalent
system. (4) Use ¢ and [ todescribethe solutionto Ax=0 as

0

1
x=0(_12+,8
0

|
RO
|
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Definition: Let v,,v,,---,v_ bevectorsin avector space V. The set
of all linear combinations of v,,v,,---,v_ IS caled the span of

V,,V,, -+, v, denoted by Span(v,,v,,--,v_) .

Theorem 3.2.1: Span(v,,v,,---,v.) ISasubspace of V.

Proof: See the proof of textbook in the class. The book doesn't prove
Span(v,,v,,---,v_) ISa nonempty subset of V. .

Definition: The set {v,,v,,---,v.} Is a spanning set for V If, for
every vector v in V, there exist scalars c,C,,---,C, such that
V=CV,+C,V,+:-+CV,.

Example 11(a): Theset S={e,, e,,e,,(1,2,3)'} spans R°. However,
the vector (1,2,3)" is redundant (since it is formed by a linear
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combination of the other 3 vectors). Hence S is not a minimal
spanning set for R°.

Example 12: The set {1-x*, x+2, X’} spans P,. (see textbook for
thederivation) Q: Isthe set aminimal spanning set?



